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Abstract. Researchers in the field of affective neuroscience have found that music can affect brain activity. Different 

types of music can be identified based on analyzing their effects on brain waves. Researchers can build neural networks 

to find the relationship between brain waves and music; however, the data extracted from the electroencephalograms 

often contain redundant or irrelevant information, which may decrease the modelling efficiency and classification 

accuracy. In this paper, a Neural Network is built, which aims to use data from the electroencephalograms of the frontal 

lobe to predicate the music type among 3 different music genres. The validation accuracy of the initial network is low 

(47%) compared with the model of Rahman et. al. (97.5%) [1] because the dataset used in this paper is a subset of 

Rahman et. al.’s dataset. To deal with it, four kinds of models are used to prune redundant data points, while these 

models can calculate the importance of input fields based on Functional Measures. According to the ranking of models’ 

outputs, by pruning the 5 most significant inputs, the validation accuracy can drop from around 47% to around 42%; 

by pruning the 5 least significant inputs, the model performance will not be influenced a lot and the validation accuracy 

stays at around 47%. The results show that the techniques used in this paper are effective in pruning irrelevant 

information and will be helpful for the analysis of music effects on brain waves. 

Keywords: Brain Activity, Affective Neuroscience, Electroencephalogram, Neural Network, Classification, Data 

Mining, Functional Measures. 

1   Introduction 

The relationship between music and brain activity is attractive to researchers in the field of affective neuroscience. Music 

is supposed to be helpful in the treatment of tension and negative emotions [2]. Moreover, music seems can improve 

children’s reading abilities and mathematical task performances [3]. Rahman et. al. [1] built a classification model using 

Neural Network which can classify the music type according to brain wave patterns and the accuracy can reach up to 

97.5%. By analyzing the effects of different kinds of music on brain activity, researchers can identify which music type 

will have positive effects on human brains. 

 

In this paper, the main task is to use Neural Networks for classifying the type of music from 3 music genres based on 

features extracted from 24 participants’ frontal lobe electroencephalograms provided by Rahman et. al. [1]. By choosing 

this dataset, the outputs can be compared with Rahman’s, which makes it convenient for further analysis. Those Neural 

Networks were trained using error-backpropagation [4] and the initial network topology is 26-40-3. Simple weighted 

links are used to connect each neuron in a layer to each neuron in the next layer, without backwards connections and 

multi-layer connections. The activation function is the sigmoid function, and the optimizer is Adam. After building up 

the Neural Network, the initial dataset is spitted into the train, validation, and test set in the ratio of 8:1:1. With a learning 

rate of 0.01, the net with the highest validation accuracy will be selected from the first 1000 epochs and the test accuracy 

for the chosen net will be calculated as an evaluation method for the model. 

 

The additional task for this paper is to prune redundant data points and try to improve validation/testing accuracy. To do 

so, four different models introduced by Gedeon are applied to prune inputs based on Functional measures [5]. 

 

This paper facilitates the following: 

• Automatic analysis of electroencephalograms and identify the behaviors of brain waves under different types of 

music. This would assist the research on finding the suitable music genre for psychological treatment and the 

development of children’s learning skills. 

• The ranking of inputs’ importance and suitable inputs selecting. This paper shows and verifies an effective and 

efficient method for dataset mining. Its limitations will be discussed, too. 



2   Method 

Pre-processing steps including standardization and transcoding are applied to make the dataset more suitable for training. 

Four models (model W, U, I and C) are applied for sorting the inputs based on their Functional measures. Modifications 

have been made on these models to fit the dataset. 

2.1   Functional measures  

Functional measures can determine the similarity between two hidden neurons over a training set, which calculates the 

angles between activation results vectors of those neurons [6]. Here is its formula. 
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where 𝑠𝑎𝑐𝑡 (𝑝, ℎ) = 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 (𝑝, ℎ) − 0.5 (2) 

Gedeon extended this technique, and it can now determine the similarity between two hidden neurons based on the weight 

matrix [7]. To evaluate the inputs, the technique should be modified to calculating vectors of the weight matrix belongs 

to different input fields [5]. Here is the new formula for equation (2). 

where 𝑠𝑎𝑐𝑡 (𝑝, ℎ) = 𝑛𝑜𝑟𝑚 (𝑤𝑒𝑖𝑔ℎ𝑡 (ℎ)) − 0.5 (3) 

 

In equation (3), the weight matrix is normalized. By subtracting 0.5, about half of the values in the matrix will be 

positive and the others will be negative, which will lead to better output angles. In this paper, according to the dataset 

characteristic and model performance, this equation is modified to use standardization instead. Here is the new formula 

for equation (3), which is used in model W. 

where 𝑠𝑎𝑐𝑡 (𝑝, ℎ) = 𝑠𝑡𝑎𝑛𝑑 (𝑤𝑒𝑖𝑔ℎ𝑡 (ℎ)) (4) 

 

Besides, this technique can be adjusted to analyse the input data itself as well. In this case, each feature column will be 

considered as a vector for calculating angels [5]. Here is the new formula for equation (2). 

 

where 𝑠𝑎𝑐𝑡 (𝑝, ℎ) = 𝑝𝑎𝑡𝑡𝑒𝑟𝑛 (ℎ) − 0.5 (5) 

 

As mentioned before, instead of using normalization, standardization is used for the dataset in this paper. Thus, equation 

(5) should be modified as well. Here is the new formula for equation (5), which is used in model I. 

 

where 𝑠𝑎𝑐𝑡 (𝑝, ℎ) = 𝑝𝑎𝑡𝑡𝑒𝑟𝑛 (ℎ) (6) 

 

For those angels, if one angle between two input fields is close to 90 degrees, it indicates that these two inputs are less 

similar to each other. Small angles (< 15 degrees) indicates big similarity and too large angles (> 165 degrees) indicates 

they are effectively complementary, and all input pairs with those two kinds of angles should be removed [6]. For the 

dataset in this paper, input pairs are sorted based on their angle distances to 90 degrees in ascending order. In that sorted 

list, extracting the first 5 unique inputs as the least significant inputs and the last 5 unique inputs as the most significant 

inputs. Those will be the outputs of model W and I; this paper will compare the performances of initial networks with the 

networks removed the most/least significant inputs. 

 

For model C (aggregate of I) and U (aggregate of W), instead of sorting input pairs, they are created by sorting the average 

angle of each input to all the other inputs. 

 

This technique, functional measures, is well suited for the dataset in this paper. During this model training, the training 

accuracy will get close to 100% but the validation/testing accuracy is never higher than 50%, which conforms to Gedeon’s 



description, that the dataset may contain much irrelevant or redundant information [5]. Thus, by applying functional 

measures, many redundant data points will be removed effectively and efficiently. 

2.2   Data Inspection 

The size of this dataset is 576*27, which means the dataset contains 576 data points and each data point has 27 attributes. 

The first attribute is the participant number P1, P2 … P24, as mentioned in part 1, there are 24 participants. The last 

attribute is the labels of music type, 1 for classical, 2 for instrumental and 3 for pop. All the other attributes are features 

extracted from the frontal lobe (represented by F7) electroencephalograms, which are the Mean, Maximum, Minimum, 

Standard Deviation, Interquartile Range, Variance, Sum, Skewness, Kurtosis, Means of the first differences, Means of 

the second differences, Root Mean Square, Sum of Absolute Values, Simple Square Integral, Variance of Absolute 

Values, Means of the absolute values of the first and second differences, Log Detector, Average Amplitude Change, 

Difference Absolute Standard Deviation Value, Detrended Fluctuation Analysis, Fuzzy Entropy, Shannon’s Entropy, 

Permutation Entropy, Hjorth Parameters and Hurst Exponent of electroencephalograms data. Thus, the first and last 

attribute are both nominal data represented by integers, while the other attributes are floats. 

 

 
 

Fig. 1. A part of summary statistics of the data, generated by function “describe()” 

As shown in Fig. 1, by comparing the maximum value of mean_F7 and var_F7, the range of different inputs varies a lot, 

which indicates that some pre-processes, such as normalization might be applied to make it easier for model training. 

 

 

Fig. 2. Boxplots for showing the distributions of each input (first 26 attributes) of this dataset after basic pre-processing steps 

(normalizing numeric variables) 

 



As shown in Fig. 2, most of the inputs have many outliers, which indicates that it is not suitable to squash data to range 0 

– 1. Moreover, for the model I and C, when applying Functional measures on inputs themselves, normalized inputs with 

many outliers are more likely to have different vectors. In this case, angels between inputs will all be similar, and it will 

be hard to determine the significant inputs. Thus, to apply Functional measures, specifically tailored pre-processing steps 

to the dataset should be applied to get a model with better performances. 

2.3   Data Preparation 

First, for the target attribute “label”, its value is replaced from “1, 2, 3” to “0, 1, 2” to enable using the Cross-Entropy 

Loss function in the network for classification. Each music genre has the same number of data points, which is 192. 

 

Then, all feature attributes (all attributes expect “label”) are standardized by subtracting the mean value and divided by 

the standard deviation of that attribute. As shown in Fig.3, this pre-process ensures that around half of the data value will 

be positive and around half of the data value will be negative, which can directly apply functional measures now (for the 

model I and C). 

 

Moreover, the attribute “subject no.” (participant number) is nominal data, but in this paper, no further pre-processes are 

applied to modify this input. The reason is that to deal with nominal data, a common way is to convert it into several 

columns using one-hot representation. In that case, there will be more input fields and those new input vectors will be 

different from each other absolutely, which is not good for applying Functional measures. 

 

Also, this dataset is a subset, and the results will be compared with the whole dataset in further work, so the attributes’ 

names are not changed and all “F7” are kept, which will make it easier for further analysis. 

 

 

Fig. 3. Boxplots for showing the distributions of each attribute of this dataset after specifically tailored pre-processing, the order of 

attributes is the same as the original dataset. 

As shown in Fig. 3, after specifically tailored pre-processes, all attributes are prepared and ready for building networks. 

3   Results and Discussion 

As mentioned in part 1 (introduction), the initial dataset is spitted into the training, validation, and testing set in the ratio 

of 8:1:1 using two train_test_split functions. Neural Networks will be trained on the training set only. As shown in Fig. 

4, by scanning through Networks in the first 1000 epochs, the Network with the highest validation accuracy is chosen and 

the Network can also be judged based on the corresponding testing accuracy. All these steps ensure that the evaluation is 

fair, valid and all of the available data has been used for training and evaluation. 

 



 

Fig. 4. Accuracy for each set within 1000 epochs. During the first 1000 epochs when training a neural network, find the network with 

the highest validation accuracy, together with its training and testing accuracy. 

To compare the created models, the program will run 10 times and the result of each run will be recorded to generate an 

average result. Here is a table showing the average accuracy of each model mentioned in this paper compared with the 

results provided by Rahman et. al. [1]. 

Table 1.  Average accuracy (%, rounded to 2 decimals) of models for 10 runs compared with the results provided by Rahman et. al. 

[1]. For the Network Type, (least) means that it is a model after pruning the 5 least significant inputs, while (most) means that it is a 

model after pruning the 5 most significant inputs. 

Network Type Training Accuracy Validation Accuracy Testing Accuracy 

Initial Network 76.59 46.55 38.45 

Model I (least) 80.15 47.93 37.76 

Model I (most) 76.54 48.10 38.45 

Model C (least) 77.13 50.69 36.38 

Model C (most) 51.67 41.55 37.76 

Model W (least) 74.24 48.10 38.45 

Model W (most) 63.52 46.90 35.69 

Model U (least) 73.30 48.62 39.48 

Model U (most) 90.93 46.90 40.34 

The result from Rahman et. 

al. [1] 

97.50 

 

From Table 1, the accuracy from Rahman et. al. [1] is high (97.50%) compared with models in this paper. The reason is 

that the dataset used in this paper is a subset of the model from Rahman et. al. and it may not contain enough information 

to build a model with high accuracy. 

 

For these three accuracies, the training accuracy indicates the probability of model overfitting and the testing accuracy is 

an additional evaluation method, while validation accuracy should be paid with more attention. By comparing the 

validation accuracy of each model, for models removed the 5 least significant inputs, the model performance does not 

drop a lot (around 47%), which indicates that Functional measures [5] is a suitable technique for removing redundant 

information, and it conforms to this paper’s stated goals. While for models removed the 5 most significant inputs, only 

model C shows a clear bad effect on the model performance (from 47% to 42%), which indicates that Functional measures 

[5] still has some limitations. 



4   Conclusion and Future Work 

In this paper, Neural Networks are built to classify the music types based on features extracted from the frontal lobe 

electroencephalograms and the Functional measures technique has been used to remove irrelevant inputs. From the results 

of part 3, the training score is high (can reach up to 100%), but the validation/testing score is low (the average validation 

accuracy is 47%), which is much lower than Rahman et. al.’s result (97.50%) [1]. Compared with Rahman et. al.’s model, 

networks in the table only use data from the frontal lobe part instead of the whole brain and the information in the dataset 

is less and redundant, so this result is accepted. 

 

To remove redundant information, the Functional measures technique is a good method [5]. Modifications on both dataset 

and Functional measures technique have been applied, which are described in part 2.1 and 2.3 to ensure that the technique 

will run appropriately on the dataset. By analyzing the results of those 4 models using Functional measures, this paper 

finds that Functional measures can be used to remove the least significant inputs and work effectively, as model 

performance will not be influenced. But this technique also has limitations when it is used to find the most significant 

input. Among those 4 models, only the results of model C shows that the model performance has a relatively significant 

reduction (5%). This evidence indicates that Functional measures cannot find the most significant inputs stably on the 

dataset with less information. 

 

For future work, Functional measures should be applied to the whole dataset instead of the subset to further check its 

performance on finding the most significant inputs. Moreover, for model W and U, they will sort inputs based on the 

existing weight matrix, so if the reliability of the current weight matrix is low and cannot provide models with a high 

validation/testing score, the effect of Functional measures will be small as well. More efforts need to be taken to minimize 

the negative effect from models providing unsuitable weight matrixs when using the Functional measures technique. 
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